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In [M1] Marcin Mostowski proposed to consider a theory of initial seg-
ments of standard models of arithmetic. In this approach one replaces an
actual infinity of a standard model with the family of finite models, which
can be seen as potentialy infinite. In [M1] and [M2], he introduces a funda-
mental concepts and describes the semantical strenth of such theory. Further
results on this subject are also done in [KZ] and [MW].

In our paper we consider a relation between theories of finite structures
of arithmetic and the ultraproduct construction.

1 Basic definitions

In this section we fix the notation and introduce the main concepts.

Let A be a model having as a universe the set of natural numbers, i.e.
A= (N,Ry,...,Rs, f1,..., ft,a1,...,a,), where Ry, ..., R, are relations on
N, fi,..., f; are operations (not necessarily unary) on N and a4, ..., a, € N.
We will consider finite initial fragments of these models. Namely, for n € N,
by A, we denote the following structure

A, ={0,...,n},RY, ... R [, .. [ at, .. ar,n),

) )

where R is the restriction of R; to the set {0,...,n}, fI* is defined as

n _ fl(bhabnl) if f(bl,,bnz) S n
fz(bly,bm)_{n lff(bl,,bnz)>n



and af = a; if a; < n, otherwise a = n. We will denote the family {A, }en
by FM(A).

The signature of A,, is an extension of the signature of A by one constant.
This constant will be denoted by M AX.

Let ¢(x1,...,2,) be a formula and by,...,b, € N. We say that ¢ is
satisfied by by, ..., b, in all finite models of FM(A) (FM(A) = ¢[b1, ..., b))
if for all n > max(by,...,by) A, = @[b1,- .., byl

We say that ¢ is satisfied by by, ..., b, in all sufficiently large finite models
of FM(A), what is denoted by FM(A) =g ¢[bi,...,b,], if there is k € N
such that for all n > k A, = ¢[b1, ..., b,

When no ambiguity arises we will use =4 @[b1,...,b,] instead of
FM(.A) |:sl gO[bl, ey bp]

Finally, a sentence ¢ is true in all finite models of FM(A) if A, | ¢ for
all n € N. Similarly, a sentence ¢ s true in all sufficiently large finite models
of FM(A) if there is k € N such that for all n > k A,, = ¢.

By Th(A), where A is a structure, we denote the set of all sentences true
in A. For a class of models IC, by Th(K) we denote the set of sentences true
in all models from /C, that is Th(KC) = (| 4 Th(A).

By sl(.A) we denote the set of sentences true in all sufficiently large finite
models of FM(A) i.e.

sli(A) ={¢ :IkVn >k A, E ¢}.
Sometimes we will use the set
sl™(A) ={p € sl(A) : pis of asignature of A}

Our aim is to investigate the properties of sl(.A) for different models A
and compare them with properties of the reduced products of structures A,,.

The upper and lower limits of a sequence of sets {X,, },e. are defined as
follows (see e.g. [KM]):

liminf, oo Xn = Upew Nicw Xntk

limsup,, o Xn = o Urew Xntk
Obviously, liminf, ., X,, C limsup,,_,. X,. If, instead the inclusion, the

equality holds then we say that the sequence of sets { X, },ec, converges and
its limit is equal to the upper or lower limit.

We can characterize the set si(A) in terms of a limit of a sequence of sets
of sentences.

Fact 1.1 sl(A) = liminf, . Th(A,).



In some places of our paper we will need also the notion of FM-
representability introduced in [M1]. A relation R C N? is F'M-representable
in FM(A) if and only if there exists a formula ¢(z1,...,x,) such that for
all ay,...,a, € N,

(a1,...,a,) € R if and only if FM(A) =g ¢lai, ..., ap)

and
(ai,...,a,) € R if and only if FM(A) g ~¢la, ..., ap).

2 Basic properties of si(A)

At the first let us observe that the set of sentences sl(\A) is a closed under
logical inferences.

Fact 2.1 If ¢ € sl(A) and ¢ = ¢ € sl(A) then iy € sl(A). In particular, if
p € sl(A) and = ¢ = 1) then ¢ € sl(A).

From the above fact it follows that the theory sl(A) is consistent and,
hence, has a model. Indeed, assume that for some ¢ € Cn(sl(A)) also
—p € Cn(sl(A)) then from the fact 2.1 ¢ € sl(A) and —¢ € sl(A) what is
impossible.

Observe that every sentence of the form 32"z(x = x) belongs to si(A).
Thus every model for si(A) is infinite.

Examples

1. Let A be a structure of the empty signature. So, the theory si(.A)
is simply the theory of infinite structures. Hence it is a complete theory.
Moreover, sl (A) = Th(A).

2. Let A = (N,<) or A = (N,<). In these cases sl(A) is the theory
of a linear discrete ordering with the first and last elements, ie. sl(A) =
Th((w+w*, <,m) or sl(A) = Th((w+w*, <, m), respectively, where m is the
last element. The theory si~(A) is also a complete theory. However, sl(.A) #
Th(A) because A = Vz3y(x < y) and obviously VzIy(z < y) & sl(A).

3. Let A= (N,S), where S is a successor function. As in the previous
example the theory sl(A) is a complete theory. Using the Ehrenfeucht—
Fraisse games, it can be proved that sl(A) = Th((w + w*, S*,m)), where m
is the last element and S*(x) = y holds if y is an immediate successor of x or
x =y = m. In this case also the theories sl~(A) and Th(.A) differ from each
other. For example a very simple sentence Va(S(x) # x) belongs to Th(.A)
and does not belong to si(A).



4. Let A = (N,+). Let ¢ be the following sentence: Fz(x + = #
MAX Nz +2+1= MAX). In this case neither ¢ nor - belong to the
sl(A). So, sl((N,+)) is not complete. Later we will give several examples of
complete extensions of si((IN,+)).

5. Let A = (N, x). In that case sl(.A) is not complete. In [KZ] there is
an example of a sentence ¢ which is true in A, if and only if n is a square of
a natural number. So, ¢ & sl(A) and —p & si(A).

6. Let N = (N, +, x). Here, again the theory si(N) is not complete. To
see this it is enough to take the formula ¢ from one of the last three examples.
For more informations on complete extensions of sl(N') see sections 6 and 7.

The above examples show that, in general, the relation between Th(.A)
and sl(A) is rather weak. Even II;-sentences from Th(A) may not belong
to sl(A) (see example 3). We can state only the following.

Fact 2.2 If ¢ is a 3y —sentence and ¢ € Th(A) then ¢ € sl(A).

As the above examples show, in general, sl(.A) is not a complete theory.
This corresponds with our next observation stating that there is no relation
between the relation of elemetary equivalence of models for arithmetic and
the equality relation between theories of suficiently large finite models.

Fact 2.3 There are structures A and B such that A # B and sl(A) = sl(B).

Proof. Let R and S be a linear ordering on N of the type w + w*
and w + w + w* respectively. Obviously, structures (N, R) and (N, S) are
not elementary equivalent. But as we can observe sl((IN, R)) = sl((N,.5)).
Really, let T' = Th((w+w*, <)) U{3F="z(x > MAX) : n e N}U{F="z(z <
MAX) : n € N}. Using Ehrenfeucht-Fraisse games we can prove that
every two models for T" are elementary equivalent. So, 7" is a complete theory.
From the other side it is easy to verify that 7" C si((N, R)) N si((N,.5)).
Q.E.D

Fact 2.4 There are structures A and B such that A = B and sl(A) # sl(B).

Proof. Let R be the divisibility relation on N. Let f € N~ be defined
as follows:
2¢ if z is prime
flx)=4¢ % if 2 =2p, where p is prime
T in other cases
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Let S be the image of R in f, i.e. S = {(f(x), f(y)) : (x,y) € R}. We put
A= (N,R,0,1) and B = (N, 5,0,1). Obviously, A = B. But the sentence
JaVy[(P(z,y) < (. =y Vy =0)) A(P(y,z) < (x =y Vy=1))] belongs to
sl(A) and does not belongs to sl(B). So, sl(A) # si(B). Q.E.D

In the above proof we gave an example of the structures A and B such
that A = B and sl(A) # sl(B). It could be strange that the operation sl
does not preserve isomorphism. Let us note that in the definition of this
operation important role play the standard ordering on N. This ordering is
not definable in the structures considered in the proof of the fact 2.4. This
is why such case is possible.

Proposition 2.5 For every structure A, sl(A) is not finitely axiomatizable.

Proof. It is known (see [FMS]) that if a theory T is finitely axiom-
atizable then the class of structures Mod(T) as well as their complement
is closed under ultraproduct construction. As we observed, every model of
sl(A) is infinite. So, for each n, A,, € Mod(sl(A)). On the other side, by Lo$
theorem (see [L]), for arbitrary nonprincipal ultrafilter U in N [] _ A, /U
is a model for si(A). Q.E.D

new

3 Reduced product of finite structures

Let Fr denote the Frechet filter, i.e. Fr = {X C N : N — X is finite}. It
is natural to expect that there exists some relation between sl(A) and the
theory of reduced product of structures from the family FM(A). As the
following examples show such relations are rather very weak.

Examples

1. If A is a structure of the empty signature then obviously

Th([],ep, An/Fr) = sl(A).

2. Let A = (N,<). As we observed sl(A) is the theory of the lin-
ear discreate ordering with the first and last elements. On the other hand
[l,c.(Ay/Fr) is not a linear ordering. It is a dense lattice with the least
and greatest elements.

3. Let A = (N,<). In this case [],,(An/Fr) is also a nonlinear
ordering having continuum many minimal and maximal elements. So, in this
case, the theories sl(A) and Th([],,(An/Fr)) are quite different.
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4. Let A = (N,+). In this case the theory Th(]], ., (An/Fr)) is also
different than sl(.A) because the formula which defines a linear ordering in
the last theory does not define such ordering in the first case.

5. Let A = (N, x). As we can easily see, there are zero’s divisors in
[L.c.(An/Fr). Obviously, the sentence VaVy(x x y =0 — (x =0V y = 0))
belongs to sl(A) (observe that zero is definable in both theories). So, again
the theory of the reduced product of finite structures is not the same as
sl(A).

5. Let A = (N,]|). In that case sl(A) contains axioms of the theory
of partial ordering which is not dense but ], . (A, Fr) is a dense partial
ordering.

The above examples show that the theory of reduced product of finite
structures usually is quite different than the theory of sentences true in suf-
ficiently large finite structures.

However, using well know results concerning the reduced product con-
struction, we can observe the following.

Proposition 3.1 If ¢ is a Horn sentence and ¢ € sl(A) then ¢ €
Th([],c.,(An/Fr)).

4 Complete extensions of s/(.A)

As we mentioned in the proof of the Proposition 2.5 for arbitrary nonprincipal
ultrafilter U in N, [],., An /U is a model for sl(A). It means that for
arbitrary nonprincipal ultrafilter U on N the theory Th(]], ., An/U) is a
complete extension of the theory sl(.A). We state something more. We start
with an easy but usefull observation.

Fact 4.1 For each sentence ¢, ¢ is consistent with sl(A) if and only if for
arbitrary large n, A, = ¢.

Corollary 4.2 a) For each sentence @, ¢ is consistent with sl(A) if and
only if ¢ € limsup,,_,. Th(A,)
b) sl(A) is complete if and only if the sequence (Th(A,))nen converge.

Definition 4.3 Let X C N. By FM x(A) we define the family
{A, € FM(A) : ne X}
Similarly, we can generalize the notion of sl—theory to a family FM x(A).
six(A) ={¢ : FkVn > k(A, € FMx(A) = A, = ¢)}.



When X = N, then slx(A) is just sl(.A) but in general slx(A) could contain
more sentences. Obviously for arbitrary set of natural numbers X the set of
sentences slx(,A) has similar logical properties as sl(A). In particular, the
properties expressed in the fact 2.1. As we will show, any complete extension
T of sl(A) can be characterized by a suitable X.

Immediately from the definition and Lo$ theorem follows also the follow-
ing fact.

Fact 4.4 For arbitrary infinite set X C N and nonprincipal ultrafilter U on
N such that X € U, slx(A) C Th([],,en An/U).

Theorem 4.5 For A and any complete extension T of sl(A) one can choose
an X such that T = slx(A). Moreover, X is recursive in T.

Proof. Let T = {pi}tien be a complete extension of sl(A). We will
construct a sequence of integers {z;};en such that

o T; < Tjy1, for ¢ € N,
o foralli €N, forall j >i, A, F A\, pi-

It follows that for X = {z;}ien, slx(A) =T.
We can construct {z;};en as follows:

® Tog— 0
e r;y=min{n : ; <nAA, /\j§i+1 i}

Since T is a consistent extension of sl(A), for each i, the sentence A\, _; ¢r
has arbitrary large finite models in FM (A) (see fact 4.1). Therefore, {z; }ien
is a well defined infinite sequence of integers satisfying all needed properties.
Q.E.D

Let us observe that if 7" is a complete extension of sl(A) and X is a set
constructed in the proof of theorem 4.5 then for any nonprincipal ultrafilter
U such that X € U, T'= Th([[,,en An/U). So, we have the following.

Proposition 4.6 For arbitrary complete extension T of sl(A) there exists a
nonprincipal ultrafilter U such that T = Th(]],,cn An/U).

From the proposition 4.6 and the theorem 4.5 we have

Corollary 4.7 sl(A) = (y5p, Th([en An/U).



5 Complete extensions of s/((IN,+))

Now, we will consider an example of A = (N, +). So, in whole this section,
A denotes the structure (N, +).

Let, for n > 0, ©(n) denote the following sentence
((z+1)+...+(@x+1)=MAXA(z+1)+...+ (x +1)+x # MAX)

NS NS
Vo Vo
n n—1

Obviously for every n > 1, O(n) ¢ sl(A) and =O(n) & sl(A).
Let (an)nen be a sequence such that for each n € N a,, € NU {w}. For
such a sequence (a,),en we define the following set of sentences

Tiany = {Oy") A -0(p**t) : a, #w}U {@(pr) : k€ N and a, = w}

Fact 5.1 If a sequence (ay)nen is such that for some i € N a; = w or for
infinitely many i a; # 0 then sl(A) U T(,,) is consistent set of sentences.

Proof. Let (nﬁ-)meN’Ki be an indexed set of natural numbers defined as
follows: if a; # w then for each i > j n; = a; and if a; = w then for each

i >jn% =i Weput X = {Hj<ip?j}i€N. An easy verification shows that
Tla,) € slx(A) what shows that T}, is a consistent set of sentences. Q.E.D

There is a continuum many sequences satisfying assumption of the fact
5.1. obviously for two different sequences (a,)nen, (bn)nen the set of sen-
tences T{,,) U T(s,) is inconsistent. Thus we have

Corollary 5.2 sl(A) has a continuum complete extensions.

6 Complete extensions of sl(N)

Now, we will consider the standard model of arithemetic N' = (N, +,-,0,1).
We will show that there is a formula ¢(x) such that it can FM-represent
any subset of N, in some complete extension of sl(N'). We can think about
¢ as a formula which is undetermined for any a € IN. Firstly, we need the
following definition.

Definition 6.1 The 2—ary pairing function, {.,.)s : N> — N, is defined as
(x,y)e = w +y. It is a bijection between N? and N.
By induction, we define a d—ary pairing function for d > 2. If (...)q :
N? — N is defined then (...)qy1 : N4 — N is defined as
<LE’1, o 7'rd+1>d+1 - <$1’ <SC17 o 7xd>d>2~

Usually the index d will be omitted.



Let us observe, that for each d the graph of the pairing function (...)4 is
A definable. It follows that we can define the proper restriction of its graph
in each finite model from FM (N).

Theorem 6.2 There exists p(x) such that for each A C N there is an ul-
rafilter U such that

A={a e N :1I,eNnN, /U E ¢[a]},

where a is defined as an equivalence class of the function

fa(z‘):{ 0 ifi<a,

a otherwise.

Proof. To start with, we will define the family of sets {X;};en such that

e X;CN,
e for each sequence nq,...,ng., of pairwise different integers
ﬂ X N ﬂ <N_Xnk+i)
1<i<k 1<i<m
is infinite.
We take

X, ={r:32 <zdzn <z(x= (zlpffll,zﬁ)},

where pj is the k-th prime number. To see that {X;};c, has the desired
properties let ny, ..., Nk, be asequence of pairwise different integeres. Then
Nicicr Xn: N Niciem(N — X, ) contains each number (IL<xpn*,y). This
property of the family {X;};en guarantees that for each ¢ : N — {0, 1} the
family {X; (i)}ieN, where

X —

1

X’i ifazl,
N—XZ ifCLZO,

will have the finite intersection property. Consequently, there will be an
ultrafilter in which this family is contained.

By pr(z,y) we will denote the functional relation y = pP*. pr is Ay
definable so its graph is uniformly definable in each finite model N;.

It is not known whether the relation “y is the z-th prime” is Ag. However,
we can Ay “compute” p, in pr(z,y) using y as a bound for quantifiers in

pr(z,y)-



Let ¢'(z,y) be a formula which defines in each model from FM(N) the
following relation

Jz3z Tz (pr(z + 1,2) ANy = (212, 22)).

Then, as p(z) we take ¢'(x, MAX). Let us observe that, for i € N, X; =

{keN: Ng o},
Now we will show that ¢ satisfies the assertion of the theorem. Let A C N
and let £4 : N — {0, 1} be the characteristic fuction of A,

gA(z'):{ 1 ifie A,

0 otherwise.

Then there exists a nonprincipial ultrafilter ¢/ containing the family
{XfA(l)}ieN constructed from this £4. For proving the theorem one should
observe that the following are equivalent for each a € N,

o€ A = X4 cy
— {k : NpEypld} el
= ILienNiy, | ollfal-

Q.E.D

The theorem 6.2 allows us also to show that there is as many complete
extensions of sl(N) as it is possible.

Theorem 6.3 There is continuum complete, consistent extensions of sl(IN).

Proof. Let ¢ be as in theorem 6.2. Then for each X C N, there is
an ultrafilter Ux such that ¢ defines X in Il,enN,/Ux. Of course, for
different subsets of N, X and Y, theories of models Ax = I1,,en N, /Ux and
Ay = Tl,enN, /Uy are different because ¢ defines X in Ax and Y in Ay.
Since there is continuum different subsets of N the theorem is proven. Q.E.D

Observe that the above theorem follows also from the corollary 5.2

7 Complexity of complete extensions of si(N)

In fourth sections we have shown that for any A and for any recursive, and
complete extension T of sl(A) one can find a recursive X such that T =
slx(A). In this section we show that if we consider a model N = (N, +, x)
then the complexity of X such that slx(N) is a complete theory is not in
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IT; U ¢ in the arithmetical hierarchy. Similarly, any such extension is of
complexity at least As.
By a standard way we can prove the following fact.

Fact 7.1 For any complete theory T and for anyn, if T € X,,, thenT € A,,.
Fact 7.2 For any X C N, six(N) & A,.

Proof. Assume that slx(N) € Ay, All sets which are in A, are
FM-representable in FM(A). It follows that they are representable in any
complete extension of sl(N'). However, if such extension is in Ay, then it
would define the truth for itself what is impossible by Tarski’s theorem.
Q.E.D

By the above facts we have the following conclusion.

Corollary 7.3 The complezity of a complete extension of sl(N) is at least
As.

Then, from the definition of the "y € slx(A)7 we get easily the following

Fact 7.4 If X C N is such that six(N) is a complete theory, then X ¢
(X, UTLy).

Now, we will construct an example of a complete extension of sl(N') which
is indeed Ajz. Let {¢o, 1, 2, ...} be a recursive enumeration of all sentences
in our language with g being a tautology and let D be a full binary tree
labeled in the following way:

wl/%\%
N N
e

P2 P2 ©2

S e

el

We describe a function which on input i returns a sequence (i, ..., ;)
which is an initial fragment of the leftmost path in D which form a theory
consistent with sl(N). A function uses a Ys—complete oracle sl(N). Having
such a function one can easily see that the complexity of this path is Ag.
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The function uses a variable P which, at the end, is the output path and
some additional variables like v which is a conjunction of sentences on the
path constructed so far. Below, there is a description of the function.
input : n
begin
P:=0; v:=p; 1:=0;
while (i < n) {
=1+ 1;
if Ty = 7 € sl(N) then {
P =P~ (p;);
V= A
}
else {
P =P~ (=pi);
V= AT
}
}

end
output : P

Since the oracle is ¥y the constructed function is in Az. But now, if we
want to check whether ¢; belongs to the leftmost path in D which is consistent
with sl(N) we need only to check whether ¢; is on the path outputed on the
input 4. This proves that the complexity of this path is also in As.

8 Generalization

Assume now that A is an arbitrary infinite relational structure hav-

ing no more than finite number of constants. Let say, A =
(A, Ro, Ry, ..., Ry, aq,...,a;x). For each finite subset X C A we denote
Ax = (X, RX, RE, ..., RX ag, ..., a;), where RJX denote the restriction of

the relation R; to the set X. So, each infinite structure A determines a
family FMG(A) = {Ax : X Cyy, | Al and X contains all constants }.

Let us denote by I the set of all finite subsets of the universe of a structure
A containing all constants of A. Now, we give two definitions of the relation
"sentence ¢ is true in sufficiently large finite structures”:

pesll(A)«<=VicldjcIVkcI(iUjCk— A=)

pes(A) <= FjeIVkeI(j Ck— A, |E )

obviously we have: sl’f(A) C sl’(A). Now, we will observe that the con-
verse inclusion also holds. We deduce it from our next observation concerning
ultraproduct construction.

12



By a Frechet-like filter on I we mean the least filter F'l such that for every
ie€l, J; € Fl,where J;={j el :1Cj}.

Fact 8.1 si'(A) € Npcy Th(llierAi/U) C sl'(A).

Proof. Let ¢ € sl’(A) and i € I. There exists j € I such that for arbitrary
kelifiUyj Ckthen Ay = ¢. this means that J;,; C {s : As; = ¢}. So,
from the Lo$ theorem, IT;c;A; /U = p if FI C U.

Assume now that ¢ & sl’’(A). Thus for all j € I there exists k € I such
that j Ckand Ay = —p. Let J={ie : A = —-p}. We claim that there
exists an ultrafilter F' such that FI C F and J € F. If no, then for some
Q1,09 yin €I JyN...0J; NJ =0. But J;;N...NJ; = J, for some s € I.
So, J,NJ = (. This means that for each k € I such that s C k, k & J, what
means that A, = ¢. This is in contradiction with the fact that ¢ & sl’I(A).
This show that there exists an ultrafilter U O Fl such that J € U. By the
Lo$ theorem I;e; A; /U = —¢. So, ¢ & Npicy Th(ILierAi/U). Q.E.D

Corollary 8.2 slf(A) = sl'l(A).

So, the above two operations sl/ and sl! coincide. In the following we
will denote this operation by sl¢. Obviously, sl and s/ are not the same
operations. They have different domains and, moreover, if sl(A) and sl%(A)
is defined then sl(A) is a set of sentences of a wider signature than the
signature of sentences of s/“(A).

Examples

1. If A is a structure of the empty signature and |A| = N then sl%(A) =
sl=(A). So, in that case sl%(A) = Th(A).

2. Let A = (N, <). We may observe that in that case sl(A) = Th((w+
w*,<)). So, again, as in the first example, s~ (A) = sl%(A). However here
sl(A) # Th(A).

3. Let A = (N, R) where R is a relation ordering the set of natural num-
bers in the type w + w*. For example, let R is defined as follows: nRm <=

2]nA2mAR<Sm)V2)nA2)/mAM<n)V(2|nA2]/m).

We may observe that again we have: sl%(A) = Th((w + w*, <)) = sl~(A)
So, in that case we have: sl%(A) = Th(A).

4. Let A = (N, R), where R is a relation ordering the set of natural
numbers in the type w*+w, or in the type 7 (i.e. the type of the ordering of the
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rational numbers). As in the last example we have sl%(A) = Th((w+w*, <)).
However now sl%(A) # Th(A).

From the last two examples we have the following

Fact 8.3 There are structures A and B such that A # B and sl°(A) =
sl%(B).

The third example shows that the equality sI(A) = Th(A) can hold not
only in the case of empty signature. In general, a relation between si(A)
and Th(A) is stronger than between sl(A) and Th(A).

Fact 8.4 If p is a Yy—sentence and ¢ € Th(A) then ¢ € sl%(A).

Proof. Let ¢ € Th(A) be a Yy-sentence. So, ¢ is of the form
dxy .. 32k Vyr .. VY, where 9 is a quantifier free formula. Thus for some
ai,...ar (A ar,...,a,) &= Yy ...Vyut. Hence for arbitrary substructure
(Ag,a1,...,ar) C (A, a,...,a;) (Ao, a1,...,a;) EYyi ... Vynuth. This gives
that ¢ € sl°(A). Q.E.D

Observe that the last result is not true in the case of sl(.A) as shows the
third example from the second section of the paper.

Corollary 8.5 If Th(A) is ¥y-aziomatizable then sl®(A) = Th(A).

Question. Does the converse implication hold?
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